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Abstract

Large language models (LLMs) are increasingly capable of completing knowledge
intensive tasks by recalling information from a static pretraining corpus. Here we
are concerned with LLMs in the context of evolving data requirements. For instance:
batches of new data that are introduced periodically; subsets of data with user-based
access controls; or requirements on dynamic removal of documents with guarantees
that associated knowledge cannot be recalled. We wish to satisfy these requirements
while at the same time ensuring a model does not forget old information when
new data becomes available. To address these issues, we introduce AdapterSwap,
a training and inference scheme that organizes knowledge from a data collection
into a set of low-rank adapters, which are dynamically composed during inference.
Our experiments demonstrate AdapterSwap’s ability to support efficient continual
learning, while also enabling organizations to have fine-grained control over data
access and deletion.

1 Introduction

Generative Large Language Models (LLMs) continue to improve in handling a broad range of
Natural Language Understanding (NLU) and Natural Language Generation (NLG) tasks. To achieve
these improvements, models have grown in size such that training or fine-tuning a full model for a
custom task or data distribution is not possible on commodity hardware 1. Under such constraints,
organizations may look to other solutions for leveraging LLMs with their own data.

Parameter Efficient Fine-Tuning (PEFT) is a collection of approaches for adapting a model to new
tasks or data domains. One method of PEFT is to train a small number of new parameters (adapters)
which enable the model to perform well in the current setting (Bapna & Firat, 2019; Houlsby et al.,
2019; Hu et al., 2021). These approaches allow organizations to update models with their data in a
computationally efficient manner.

Beyond compute, organizations may face additional challenges such as incorporating knowledge
from a continuous stream of data or ensuring a model adheres to user-based access-controls applied
to the data. Additionally, data protection policies (European Parliament & Council of the European
Union, 2016) or legal outcomes (Lu, 2024) could lead to organizations losing access to a subset of
data, preventing the use of models which used that subset during training.

Accordingly, we introduce AdapterSwap, a parameter efficient approach for continual learning which
addresses data access-control and removal while retaining the ability to acquire new knowledge. We
achieve these results through a thoughtful consideration of Low-Rank Adaptation (LoRA) (Hu et al.,
2021). First, data is segmented into appropriately sized groups based on access-control levels and
available computing resources. A general purpose LM is used as a base model, with a LoRA adapter
fine-tuned on each group. During inference, a retriever model is used to select adapters relevant to
the query, which are optionally filtered according to salient access-controls. A weighted combination
of these adapters are then applied to the base model to produce an appropriate response. Crucially,
if a document must later be removed from the corpus, only the impacted adapter will need to be
retrained. From the user perspective, removing data is then a relatively low latency, computationally
efficient process.

1For example, the Falcon-7B model used in our experiments was pretrained with 384 40GB A100 GPUs.
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Figure 1: Motivating application of AdapterSwap. A mixture model selects the most relevant adapters
to each users’ query with the appropriate access-controls (indicated by shapes). Selected adapters are
then combined and applied to a base model to produce personalized responses for each user.

A motivating application of AdapterSwap is displayed in Figure 1. In this fictitious example,
AdapterSwap has been fit to hospital data with subsets of the data subject to various access-controls.
Both a cardiologist and member of the finance office submit the query ‘How much does the average
cardiac visit cost?’ The retriever model selects the most relevant adapters to the query for which each
user has access. The cardiologist’s unique access to appointment notes and patient records enables
the model to access specific payments from cardiac patients and respond accordingly. In contrast, the
finance office’s access to payroll and supply expenditures results in a response from the hospital’s
perspective without leaking patients’ private information.

The rest of this paper is structured as follows. In Section 2 we discuss challenges which motivate our
research. In Section 3 we provide context with prior works from which we build upon. Section 4
details AdapterSwap, our proposed approach. We demonstrate and quantify benefits of AdapterSwap
through careful experimentation in Section 5. We discuss additional related works in Section 6.
Finally, we conclude and suggest future research in Section 7.

Specifically, in this work we:

• Develop an efficient approach for continuous knowledge acquisition through the training
and dynamic composition of multiple LoRA adapters;

• Quantify our performance via a document completion task across a diverse set of LLMs:
Falcon-7B, Gemma-7B, Llama-2-7B, and Mistral-7B;

• Demonstrate our method’s ability to guarantee data access-control and handle data removal
in an efficient manner; and

• Show that our approach mitigates forgetting better than iterative fine-tuning and retraining.

2 Motivation

Our work is primarily motivated by three issues faced when fine-tuning and deploying LLMs in
real-world organizations. Namely, how to utilize data with access-controls, how to remove knowledge
from a model retroactively, and how to update knowledge over time as new data becomes available.

2.1 Data Access-control

It is common for organizations to apply access-control to their sensitive data (Hu et al., 2006). For
example, only certain employees at a hospital have access to patient records to protect privacy.
Similarly, employees at a law firm are concerned with attorney-client privilege. Access-control can
also be an important aspect of business models such as a news aggregator giving access to users and
their personalized chatbots based on their paid subscriptions (Tars, 2024). We would like a language
model trained on these data to inherit and guarantee these access restrictions.
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2.2 Data Protection and Removal

Organizations can unexpectedly lose the rights to maintain certain data. For example, data protection
policies such as the General Data Protection Regulation (GDPR) (European Parliament & Council of
the European Union, 2016) allow users to recall their data from corporations. The Stack, a popular
dataset comprised of source code repositories, allows users to opt-out of having their code in future
versions of the dataset but offers no solution for models trained on previous versions (Kocetkov et al.,
2022). Similarly, the removal of training data later found to be copyright protected or unlicensed
might be mandated through legal action, a growing concern for LM producers (Grynbaum & Mac,
2023; Lu, 2024). Existing models provide no mechanism to remove all knowledge from individual
training examples, so to comply with these mandates would require the entire model to be retrained.
Therefore, we would like a more efficient approach to guarantee the removal of data from models.

2.3 Catastrophic Forgetting

Organizations often have access to continuous or evolving streams of data. Catastrophic forgetting is
an issue that arises when a machine learning model forgets previously seen information as it learns
from new data (McCloskey & Cohen, 1989). LLMs have been shown to suffer from forgetting during
the fine-tuning process (Luo et al., 2023). We would like a method that addresses this issue and
guarantees the ability to recall old information as new knowledge is continuously acquired.

3 Background

3.1 Parameter Efficient Fine-Tuning

As language models have become more specialized, growing in size and capabilities, fine-tuning an
entire model has become unreasonable on commodity hardware. To address these challenges, several
methods have been developed for performing parameter efficient fine-tuning.

Guo et al. (2021) and Sung et al. (2021) present techniques for training a sparse subset of parameters
in a multi-task setting. Alternatively, prompt tuning (Lester et al., 2021) and prefix tuning (Li &
Liang, 2021) concatenate learned task-specific embeddings to the sequence of inputs or activations
being processed by a model.

In the wider context of transfer learning, adapter layers provide a straight forward mechanism to
efficiently and effectively generalize a base model to a target task or domain by fine-tuning a new set
of parameters (an adapter) on the target data (Bapna & Firat, 2019; Houlsby et al., 2019). Low-rank
adapters (LoRA) have emerged as a parameter efficient approach to fine-tuning large language
models with reasonable amounts of compute (Hu et al., 2021). In this work, we leverage LoRAs to
continuously update and control a language model’s knowledge.

3.2 Model Averaging and Segmentation

Several approaches have been suggested for combining model weights or outputs with demonstrated
increases in performance or efficiency in certain scenarios. Wortsman et al. (2022) proposed Model
Soups which average the weights of multiple models trained on the same data with different hyper-
parameters. While they show that the soups increase performance and robustness of language models,
they do not address combinations of models trained on separate data.

Pfeiffer et al. (2021) introduced AdapterFusion, an approach to multi-task learning that segments task-
specific knowledge into separate adapters that are then combined via an attention mechanism. While
segmenting tasks is similar to segmenting data based on access controls, the attention mechanism
adds additional complexity and the model dependency prevents the efficient removal of data.

Rücklé et al. (2021) extended ideas from AdapterFusion with their approach AdapterDrop. Adap-
terDrop prunes adapters for increased efficiency but still lacks the ability to address efficient data
removal or continual training.

Wang et al. (2022) proposed AdaMix which uses a mixture-of-experts approach to combining adapters
at each layer for the purpose of parameter sharing but not for specific knowledge segmentation.
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Figure 2: AdapterSwap overview. Individual adapters are trained on partioned access-control groups.
A retriever model is fit using LDA and a GMM over SBERT representations. If data is removed only
the impacted adapter requires retraining.

Chronopoulou et al. (2022)’s Hierarchical Adapters and Chronopoulou et al. (2023)’s AdapterSoup
are the most similar to our approach as they train individual adapters on segmented domains in the
training data, but their focus is on combining the adapters to perform well with out-of-domain queries,
while our focus is on in-domain access-control and efficient knowledge deletion.

4 AdapterSwap

4.1 Data Segmentation and Adapter Training

The first stage of our approach is choosing a data partitioning scheme. Data is segmented into separate
access-control categories and further sharded based on desired per-shard compute requirements2.
A pretrained LLM is then used as a base model for fine-tuning a separate LoRA adapter per data
partition. As the information from each partition is isolated to a single adapter, the adapter inherits
the access-control categories of the data. This partitioning and fine-tuning stage can be done once for
a static dataset, or on a continual basis as new data arrives.

4.2 Retrieval Model

Similar to AdapterSoup, we use a Gaussian Mixture Model (GMM) to retrieve the subset of adapters
relevant to a given query during inference. To fit the GMM we use a pretrained SBERT (Reimers
& Gurevych, 2019) model to embed randomly held-out samples from each partition into vectors of
dimension 7683. We further reduce the dimension of these vectors by applying linear discriminant
analysis (LDA). While previous approaches (Chronopoulou et al., 2023; Aharoni & Goldberg, 2020)
use principal components analysis (PCA), in this work we compare PCA to LDA. LDA has the
theoretical benefit of maximizing the linear separability of the clusters in the lower dimensional
space by using their labels in a supervised manner. We found that using LDA over PCA significantly
improved our downstream retrieval accuracy which we discuss in Section 5.3. Finally, the GMM is
fit on the lower dimensional vectors with the number of components equal to the number of adapters.
The efficiency of LDA and GMMs allows for cheap retraining of the retriever if new adapters are
added over time.

2See Section 5.2 for a discussion on this topic.
3Specifically, we use the all-mpnet-base-v2 model from https://huggingface.co/sentence-transformers/all-

mpnet-base-v2.

4



4.3 Inference

During inference, queries are embedded using the same approach, and the GMM is used to rank
potential adapters. The user’s access control categories are applied so that restricted adapters are
prevented from being selected. We explore several retrieval modes where either the top-1, top-2, or
top-3 adapters with the highest GMM density are selected and combined with the base model. We
also attempted averaging all non-restricted adapters with equal weight or by weighting according to
GMM density, but the results for those scenarios were poor and are therefore omitted. In practice, the
choice of retrieval mode could vary by context. For example, our experiments show that top-1 results
are likely best conditioned on knowledge that the information being retrieved was isolated to a single
adapter. However, combinations of multiple adapters have been shown to perform better for out of
domain queries (Chronopoulou et al., 2023).

4.4 Data Removal

Finally, if circumstances arise that require permanently removing data from our training set, only the
weights associated with the LoRA adapter trained on the removed data need to be retrained; less than
0.1% of the base model’s parameters in our experiments. This contrasts with emerging approaches
for efficiently fine-tuning over the entire base model (Pan et al., 2024) which offers no savings as all
fine-tuned parameters would require discarding if data is removed.

In Section 5 we demonstrate AdapterSwap using several models under both access-control and data
removal scenarios. We also compare AdapterSwap’s ability to prevent forgetting with alternative
methods for continuous learning. An overview of AdapterSwap training is illustrated in Figure 2.

5 Experiments

We demonstrate the effectiveness by AdapterSwap through multiple experiments. First, we describe
the datasets and models used for our experiments in Section 5.1. In Section 5.2 we establish the
training times and baseline performance when fitting multiple adapters over a sharded dataset.

Domain Size
androidheadlines.com 41894
booking.com 57218
csmonitor.com 47625
dailymail.co.uk 77150
entrepreneur.com 39373
eventbrite.com 85647
express.co.uk 72435
forums.macrumors.com 68513
frontiersin.org 12053
glassdoor.com 40227
ign.com 41275
insiderpages.com 48072
instructables.com 72154
journals.plos.org 10630
librarything.com 41617
link.springer.com 82720
lonelyplanet.com 39284
medium.com 48522
npr.org 55632
pcworld.com 40202
wired.com 42061

Table 1: Subset of domains from C4 used as
AdapterSwap training groups. Size is repre-
sented by the number of documents from each
domain.

Next, in Section 5.3 we quantify our ability to retrieve
and compose mixtures of adapters during inference.
We demonstrate AdapterSwap’s ability to conform to
data access-controls in Section 5.4 and effectiveness
when removing data in Section 5.5. Finally, we com-
pare AdapterSwap’s resilience to forgetting against
two alternative approaches for continuous learning in
Section 5.6

For all of our experiments, we evaluate AdapterSwap
by segmenting documents into equal halves and mea-
suring the perplexity of the model while force decod-
ing the second half given the first. This document
completion task is suited for determining if a model
has trained on and remembered particular samples
from the datasets. We also report training times in
GPU Hours based on the use of a single 80GB A100
GPU.

5.1 Data and Models

We use two datasets for our experimentation. First,
we use the subset of C4 (Raffel et al., 2020) utilized
by Chronopoulou et al. (2023) which contains 21
website domains where unique pages from the do-
main represent separate documents. We treat each
domain as a separate LoRA training group for our
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Figure 3: (a) Average training time for a single adapter given the data partition size. (b) Total number
of adapters needed per data partition size for 1,064,304 documents divided equally among partitions.
(c) Observed perplexity per partition size when partitioning dataset by domain. (d) Total GPU hours
required to train all adapters on entire dataset with equal partition size per adapter.

experiments involving access-control and data purging. The list of training domains and their
corresponding document counts are shown in Table 1.

We also use an English subset of the WMT News Crawl Dataset (Kocmi et al., 2022). Passages from
articles published in the year 2020 were extracted and deduplicated following Liška et al. (2022).
These passages were then segmented into LoRA training groups based on their month of publication.
The chronological nature of this dataset makes it suitable for measuring a model’s ability to recall
previous training data as subsequent months are trained.

We leverage a diverse set of LMs as base models to ensure our approach generalizes. We replicate
experiments across Falcon-7B (Penedo et al., 2023), Gemma-7B (Banks & Warkentin, 2024), Llama-
2-7B (Touvron et al., 2023) and Mistral-7B-v0.1 (Jiang et al., 2023). We utilize the HuggingFace
(Wolf et al., 2020) library to access the pretrained models and fit LoRA adapters using Parameter
Efficient Fine-Tuning (Mangrulkar et al., 2022).

All adapters were trained on a single 80GB A100 GPU to standardize timing comparisons. In practice,
AdapterSwap can be trained in parallel across several devices. Each adapter was trained for 10 epochs
with a batch size of 20. Rank 32 LoRA adapters were applied to all attention layers for the News
Crawl data and rank 64 adapters on all linear layers for C4. All adapters were initialized with the
same random seed, which was identified by Chronopoulou et al. (2023) as being necessary for adapter
mixing. A detailed list of hyperparameters are included in Appendix A.

5.2 Shard Size, Time, and Performance Trade-offs

For each model, we trained a separate adapter on all training groups. Because our groups naturally
differ in size we are able to measure average training time and performance for different sharding
strategies. Figure 3 displays differences in training time and document completion performance as
a function of shard size. Partitioning the dataset into smaller groups results in the need for more
adapters but enables faster training of each. The individual training time is an important characteristic
when faced with the need to retrain adapters if data is later purged. We observe that smaller partition
sizes tend to result in better perplexities, which is likely due to those adapters having a higher ratio of
parameters to training tokens. Overall, the total GPU hours is roughly equivalent across partitioning
schemes, with a slight overhead resulting from adding each additional adapter.

5.3 Retrieval

An optimal retriever should return the adapters which have knowledge related to a given query. In our
case we know each sample was seen by only a single adapter, which we refer to as the oracle adapter,
but multiple adapters might be necessary in general information retrieval scenarios. Table 2 displays
the document completion performance across all models when using the oracle adapter, as well as an
average of the top-1, top-2, and top-3 adapters as ranked by the retriever model. We also show the
top-1 adapter with PCA as the projection method to compare with previous works (Chronopoulou
et al., 2023; Aharoni & Goldberg, 2020). For all models, using the top-1 adapter with LDA resulted
in the best completions and retrieved the oracle adapter with accuracy varying from 69% to 81%.
With the exception of the Gemma-7B model, results for the top-2 and top-3 schemes are reasonable
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and Chronopoulou et al. (2023) show that higher mixtures work well when the query is out of domain.
The accuracy for retrieving the oracle adapter in the top-3 ranged from 93% to 95%, suggesting a
potential inference scheme similar to Feng et al. (2023) where output is selected from the mixture
and individual adapters via a separate content-selector.

Model ↓ (↑)Top-3 ↓ (↑)Top-2 ↓ (↑)Top-1 ↓ (↑)Top-1 PCA ↓Oracle
Falcon 14.4 (93%) 14.4 (86%) 4.2 (77%) 5.4 (52%) 2.9
Gemma 1456 (93%) 588 (82%) 3.1 (69%) 4.8 (46%) 1.7
Llama-2 25.8 (95%) 19.5 (86%) 2.4 (81%) 3.3 (53%) 1.8
Mistral 43.0 (93%) 34.8 (88%) 1.9 (75%) 6.7 (45%) 1.4

Table 2: Perplexity and accuracy retrieving oracle adapter (the adapter trained on the data being
queried) when applying the top-3, top-2, and top-1 adapters from the retriever model. The oracle
column corresponds to just using the single correct adapter for inference. We also compare top-1
performance when using PCA instead of LDA. A lower perplexity, and higher accuracy indicates
better performance.

5.4 Access-Control

Model ↓No Access ↓With Access
Falcon 16.1 4.2
Gemma 68.0 3.1
Llama-2 15.2 2.4
Mistral 28.2 1.9

Table 3: Perplexity across access-control sce-
narios. No Access: Using the top adapter
retrieved for the query excluding the oracle
adapter. With Access: Using the top adapter
retrieved among all adapters.

AdapterSwap can be directly applied to scenarios
where data is organized into access-control categories.
We simulate this with the C4 dataset by assigning
each domain to a different category. For each docu-
ment completion, we use our retrieval model to return
the top-1 adapter under two scenarios: with access
to all adapters and with access to all but the adapter
trained on the restricted domain.

The results are summarized in Table 3. As expected,
the best completion was achieved using the adapter
with access to the relevant data, and performance
dropped significantly when the retriever did not have access to the domain. This demonstrates
AdapterSwap’s ability to enforce access-control at the adapter level, providing the best results to
users while simultaneously preventing unauthorized access to restricted training data.

5.5 Data Removal

We also measure our ability to efficiently purge documents from our dataset after training. When a
piece of data is removed from the corpus, only the adapter fine-tuned on that data requires retraining.

Model ↓Before Purge ↓Purged
Falcon 2.9 13.4
Gemma 1.7 25.8
Llama-2 1.8 11.9
Mistral 1.4 15.4

Table 4: Perplexity completing documents
using an adapter trained with (Before Purge)
and without (Purged) the purged data.

We show this by attempting to complete documents
for each adapter before and after removing them and
retraining the adapter.

Table 4 summarizes the results for this experiment.
We see a significant performance drop when trying
to complete documents that have been purged from
their adapter as the model is now guaranteed to have
lost access to that data. Referring back to Figure 3,
retraining a single adapter is up to 80x more efficient
than if you had to fine-tune over the entire dataset.
Purging with AdapterSwap provides the guarantee

that removed documents will not contribute to later inferences without the huge cost of full retraining.

5.6 Catastrophic Forgetting

Finally, we compare AdapterSwap’s ability to recall past information with two alternative strategies.
A naive approach to handling new streams of data is to iteratively fine-tune a LM as new data becomes
available. This workflow can cause older information to be ‘overwritten’ within the architecture’s
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parameters. Alternatively, as new data is added, the model can be fine-tuned from scratch on all
available data at once. While this mitigates some ‘forgetting’ it requires longer training times as
models are discarded and retrained. We use News Crawl to evaluate both methods and compare
to AdapterSwap. We iteratively measure performance on the first month of our dataset as we add
subsequent months of data to our models. For this experiment we only use Falcon-7B as the baseline
due to the increased computational demand required by the alternative approaches.
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rp
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ty
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RT

AS

Figure 4: Perplexity of the first month of data mea-
sured after month by month training. FT indicates
chronological fine-tuning as data becomes avail-
able. RT indicates retraining with new data and all
preceding data. AS indicates AdapterSwap perfor-
mance using the first month adapter.

Figure 4 displays the performance of Adapter-
Swap compared to chronological fine-tuning
and full retraining. Chronological fine-tuning
quickly degrades as more data is presented to
the model. Retraining performs better, but suf-
fers from the fixed capacity of a single adapter.
AdapterSwap maintains a static performance
when recalling data from the first month as that
adapter remains unchanged over time.

6 Additional Related Work

6.1 Knowledge Editing

Recent work in knowledge editing of LLMs has
considered approaches which either add addi-
tional parameters to a model, or directly edit
existing parameters to update information (Yao
et al., 2023). Directly updating the existing pa-
rameters is attractive as it does not require any
additional parameters, and updates can be ap-
plied whenever new knowledge is available (De Cao et al., 2021; Meng et al., 2022). Knowledge
vectors, in combination with hidden representations of specific entities, have also been proposed as a
tool to update or remove knowledge (Hernandez et al., 2023). In all cases, these approaches lack the
ability to guarantee that any specific training example can be removed entirely from the model.

6.2 Retrieval Augmented Generation

Retrieval-Augmented Generation (RAG) has become a popular approach to incorporating new data
into a pre-trained LLM without having to rely on retraining or fine-tuning (Lewis et al., 2021; Gao
et al., 2024). While it offers some advantages, there remain challenges that can make deploying
an effective RAG-based solution difficult. For example, RAG is limited by how much retrieved
context can be employed based on the underlying LLM’s context window size. This contrasts with
AdapterSwap where each adapter in our experiments represented more than 50 million tokens on
average. Recent work has shown that all evidence in the context window is not treated equally, with
models favoring evidence at the start and end of each window (Liu et al., 2023). Further, RAG is fully
dependent on the ability of a retriever model to locate all relevant documents without introducing
too much noise into the context (Barnett et al., 2024; Gao et al., 2024; Reyes, 2024). In addition, as
transformers are quadratic in the number of tokens considered, then requiring forced decoding over
retrieved content can add significant latency at inference time. While our solution avoids these issues,
we note that AdapterSwap does not preclude the use of RAG, and a hybrid approach could be useful
in some circumstances.

6.3 Federated Learning

Federated learning (McMahan et al., 2017) also deals with learning from siloed data, typically
aggregating gradients on local data before averaging into a global model. However, federated learning
is intended to produce a single centralized model without mixing data silos and thus does not provide
any mechanism for access control or deletion. Some work has combined federated learning and
PEFT methods (Kim et al., 2023; Babakniya et al., 2023; Zhang et al., 2023), but these do not address
adapter mixing, deletion, or data silos as distinct knowledge sources. Furthermore, the privacy
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benefits of federated learning are unclear when applied to LLMs with large capacity for memorization
(Gupta et al., 2022; Shi et al., 2023; Tirumala et al., 2022; Carlini et al., 2023).

7 Conclusion and Future Work

In this paper, we introduced AdapterSwap, a parameter efficient approach to continuous learning with
access-control and data removal guarantees. We fine-tuned adapters using four modern pretrained
language models on separate domains. We showed that knowledge from specific domains can be
masked via access-control by preventing a retriever from accessing the controlled adapter at inference.
The multiple-adapter scheme also enables efficient knowledge removal via data deletion and adapter
retraining. The non-parametric behavior of AdapterSwap enables knowledge from the past to be
retained, and we showed that AdapterSwap outperforms both chronological fine-tuning and retraining.

AdapterSwap enables a rich set of future research opportunities. We would like to directly improve the
approach by exploring better retrieval and adapter mixing methods. Additionally, AdapterSwap could
be further scaled to specific down-stream tasks such as question answering and directly compared or
combined with alternative data management schemes such as a RAG framework.
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A Training Details

We trained each adapter for our experiments on a single 80GB A100 GPU for 10 epochs with a batch
size of 4 and 5 gradient accumulation steps. We utilized the AdamW optimizer with default settings.

For adapters trained on C4 domains we used rank 64 LoRAs with α = 128 applied to all linear layers.

For the News Crawl experiment we used LoRA adapters with rank 32 and α = 64 applied to just the
attention layers.

For all experiments we initialized adapters using a random seed of 42. We confirm Chronopoulou
et al. (2023)’s finding that using the same initialization is critical if mixing adapters.

13

https://proceedings.mlr.press/v162/wortsman22a.html
https://aclanthology.org/2023.emnlp-main.632
https://aclanthology.org/2023.findings-acl.632

	Introduction
	Motivation
	Data Access-control
	Data Protection and Removal
	Catastrophic Forgetting

	Background
	Parameter Efficient Fine-Tuning
	Model Averaging and Segmentation

	AdapterSwap
	Data Segmentation and Adapter Training
	Retrieval Model
	Inference
	Data Removal

	Experiments
	Data and Models
	Shard Size, Time, and Performance Trade-offs
	Retrieval
	Access-Control
	Data Removal
	Catastrophic Forgetting

	Additional Related Work
	Knowledge Editing
	Retrieval Augmented Generation
	Federated Learning

	Conclusion and Future Work
	Training Details

