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Abstract

The proliferation of fine-tuned language model experts for
specific tasks and domains signals the need for efficient
selection and combination methods. We propose LoRA-
Augmented Generation (LAG) for leveraging large libraries
of knowledge and task-specific LORA adapters. LAG requires
no additional training or access to data, and efficiently filters,
retrieves, and applies experts on a per-token and layer ba-
sis. We evaluate LAG on various knowledge-intensive tasks,
achieving superior performance over existing data-free meth-
ods. We explore scenarios where additional data is available,
demonstrating LAG’s compatibility with alternative solutions
such as retrieval-augmented generation (RAG).

Introduction

Modern language models (LMs) pretrained on large general-
purpose text collections have led to rapid gains in task per-
formance. Significant research is now focused on meth-
ods for for effectively deploying them in novel data do-
mains and for specialized applications (Lewis et al. 2020;
Hu et al. 2022; I1Tharco et al. 2023; Fleshman and Van Durme
2024; Yang et al. 2025). One prominent approach involves
leveraging techniques such as Retrieval-Augmented Genera-
tion (RAG), which dynamically injects relevant information
from a collection of documents at inference time to guide
the model output (Lewis et al. 2020). While highly effec-
tive, RAG necessitates the availability and efficient retrieval
of these documents during the inference phase.
Alternatively, LMs can be adapted to specific tasks or cus-
tom data domains through fine-tuning, a process that adjusts
the model parameters using task-specific or domain-specific
datasets (Bapna and Firat 2019; Houlsby et al. 2019; Wei
et al. 2022; Mangrulkar et al. 2022). A particularly effi-
cient and popular fine-tuning method is Low-Rank Adapta-
tion (LoRA), which introduces a small number of trainable
parameters, known as LoRA adapters, alongside the frozen
pretrained model (Hu et al. 2022). This approach signifi-
cantly reduces computational costs and storage requirements
compared to full fine-tuning. The success and efficiency of
LoRA has led to a rapid proliferation of these adapters, with
numerous variations and specialized versions openly shared

and readily accessible in public repositories such as Hug-
ging Face (Wolf et al. 2020). The abundance of these read-
ily available LoRA adapters, each potentially specialized for
different tasks, domains, or styles, presents a unique oppor-
tunity. However, it also introduces a critical challenge: how
to effectively select or combine these diverse adapters at in-
ference time to achieve optimal performance.

Many existing methods for leveraging LoRA adapters rely
on access to the original training data corresponding to each
adapter or require additional training to merge or select them
(Pfeiffer et al. 2021; Wang et al. 2022; Caccia et al. 2023;
Ponti et al. 2023; Fleshman et al. 2024; Huang et al. 2024;
Zadouri et al. 2024). For example, Parametric-RAG (PRAG)
uses a RAG-like retrieval mechanism over training docu-
ments, but loads an adapter corresponding to the selected
document instead of including the content of the document
in the prompt (Su et al. 2025). The dependency on data
or additional training can be a significant bottleneck, espe-
cially in scenarios where the data is proprietary, unavail-
able, or too large to manage. These issues have led to the
recent development of unsupervised routing methods. Ar-
row routing constructs rank-1 prototypes directly from the
LoRA weights and uses them to efficiently select adapters
on-the-fly (Ostapenko et al. 2024). Spectral routing (SpectR)
improves the accuracy of Arrow at the cost of higher com-
putational complexity (Fleshman and Van Durme 2025).

We introduce LoRA-Augmented Generation (LAG), an
approach developed to address the challenge of effectively
utilizing existing LoRA adapters without requiring their cor-
responding data or any additional training. LAG delivers a
flexible and efficient mechanism for leveraging the collec-
tive knowledge and capabilities embedded within a large set
of LoRA adapters, enabling dynamic LoRA selection on a
per-token and per-layer basis (Figure 1). Specifically we:

* Develop an efficient LoRA selection and routing proce-
dure to outperform other training-free approaches.

* Leverage a library of over 1000 LoRAs to demonstrate
our improved results on knowledge-intensive tasks; and

* Compare and combine LAG with alternative methods for
augmenting LMs with additional knowledge.


https://arxiv.org/abs/2507.05346v1

LoRA-Augmented Generation (LAG) x

v v v v
Original LoRAs LoRA Library J,{ a; a; a a; a;
Spectral Alignment . _—— _—— ]
\ " 2 \ topk(|ajx) ======-"1 A A b
U,S,V = SVD(BA)
B*=US v v v
A= VT - 4z A3 A
argmax,(||jxly) === ===~ SRGRREELEELEECES
Arrow Vectors B
3
a'=A"0,:]
aj a; a; a;, a ag x*ﬁ
— — —

Figure 1: Overview of LAG. LoRA adapters are converted offline via SVD to align representations and extract arrows. The
token vector x is processed in two stages: (1) Arrow routing is used to efficiently filter the large library of adapters to a smaller
set of k potential LoRAs, and (2) Spectral routing is used to rank the filtered selection by measuring the length of the token
representation in the basis of each adapter. The best adapter completes the new token representation x*.

Background

This section provides an overview of the key concepts and
prior works motivating our problem setting and proposed
LAG framework. We discuss existing paradigms for incor-
porating new knowledge into language models, focusing on
retrieval-augmented generation and parameter-efficient fine-
tuning methods, particularly LoRA. We then delve into re-
cent advancements in knowledge acquisition, adapter re-
trieval, and unsupervised routing techniques, highlighting
the strengths and limitations of each approach.

Retrieval-Augmented Generation

Retrieval-Augmented Generation (RAG) has emerged as a
powerful paradigm for grounding LMs with external knowl-
edge, thereby mitigating issues like hallucination and en-
abling access to up-to-date information (Lewis et al. 2020).
The core idea behind RAG is to augment the LM’s input with
relevant passages retrieved from a knowledge base. A typi-
cal RAG pipeline involves several stages: a retriever com-
ponent fetches relevant documents or passages based on a
query, an optional reranker then reorders these retrieved pas-
sages to select the most pertinent ones, and finally, these se-
lected passages are concatenated with the user query and
fed into the generative model (Glass et al. 2022). The re-
triever can be based on sparse methods like BM25 or dense
methods using embedding models (Robertson and Zaragoza
2009; Karpukhin et al. 2020; Gao et al. 2024). While highly
effective, RAG systems face several challenges. Managing
large and dynamic knowledge bases, ensuring retrieval rele-
vance for diverse queries, and fitting retrieved context within
the LM’s finite context window are all significant hurdles
(Liu et al. 2023; Gao et al. 2024; Barnett et al. 2024). More-
over, the performance of a RAG solution heavily depends
on the quality and freshness of the underlying knowledge
base, making robust RAG difficult to implement, especially
in rapidly evolving domains where the dataset itself is dy-
namic and constantly updated. Critically, RAG solutions re-

quire the external data to be available and retrieved at infer-
ence time, which might not always be feasible. In this work,
we explore the case where knowledge is only available para-
metrically via adapters, but also compare to scenarios where
relevant documents can be retrieved via RAG.

Parameter-Efficient Fine-Tuning (PEFT)

Beyond RAG, fine-tuning is another prominent approach to
adapt LMs to new tasks or domains. However, full fine-
tuning of large models is computationally expensive and
memory-intensive, leading to the development of Parameter-
Efficient Fine-Tuning (PEFT) methods (Mangrulkar et al.
2022). PEFT techniques aim to update only a small subset
of model parameters while keeping the majority of the pre-
trained weights frozen, significantly reducing computational
cost and storage. Popular PEFT methods include prompt
tuning, prefix tuning, and adapter-based approaches (Bapna
and Firat 2019; Houlsby et al. 2019; Lester, Al-Rfou, and
Constant 2021; Li and Liang 2021).

Among these, Hu et al. (2022)’s Low-Rank Adaptation
(LoRA) has gained significant traction due to its effective-
ness and simplicity. LoRA fine-tunes LMs by injecting train-
able low-rank decomposition matrices into the transformer
layers. Specifically, for a weight matrix W € R™*", LoRA
introduces two smaller matrices A € R™*" and B € R™*"
where r < min(m,n) is the LoRA rank such that the up-
date to the original weight matrix is represented as W + B A.
During training, W is frozen, and only A and B are opti-
mized. At inference, the full matrix W 4 BA can be com-
puted and used, or A and B can be dynamically loaded and
applied (Mangrulkar et al. 2022). This approach dramati-
cally reduces the number of trainable parameters, enables
faster training, and allows for the easy storage and swapping
of multiple adapters for different tasks or knowledge do-
mains without requiring modifications to the base model (Hu
et al. 2022; Chronopoulou et al. 2023; Fleshman et al. 2024).
Task-vectors isolate the difference in weights regardless of
fine-tuning strategy (Ilharco et al. 2023), and Fleshman and



Van Durme (2024) demonstrates that the SVD can be used to
convert these differences into LoRA-like adapters, enabling
broader applicability for our LoRA-specific approach.

Knowledge Acquisition beyond RAG

While RAG augments models with external information at
inference, several methods have been developed to embed
new knowledge into existing language models (Lu, Dou,
and Nguyen 2021; Zhang et al. 2023; Wang et al. 2024;
Yang et al. 2025; Caccia et al. 2025). These approaches of-
ten involve training the model to internalize specific facts or
domains. For instance, Synthetic continued pretraining con-
structs a knowledge graph from target data and uses LMs
to generate additional training data by sampling relation-
ships from the graph (Yang et al. 2025). Allen-Zhu and Li
(2024) find that data augmentation is essential for LMs to
extract knowledge, a finding which adapter-based methods
have also leveraged (Caccia et al. 2025; Su et al. 2025).

Adapter Retrieval

The proliferation of LoRA adapters necessitates effective
methods for selecting or combining them at inference time,
especially when dealing with a vast library of adapters each
specialized for a particular task or knowledge domain. Re-
cent works leverage data associated with adapters to aid in
retrieval (Zhao et al. 2024; Su et al. 2025). Parametric-RAG
(PRAG) proposes selecting knowledge adapters based on the
similarity between a query and the training data used for
each adapter (Su et al. 2025). They employ BM25 over train-
ing documents and match the selected document to the as-
sociated adapter. Like traditional RAG, this approach can
be effective for conditioning models on external knowl-
edge if the corresponding data is available. Similarly, Lo-
RARetriever constructs task representations using examples
from the training data of each adapter and then trains a re-
triever to select the most appropriate task adapter for a given
query (Zhao et al. 2024). While promising, both PRAG and
LoRARetriever leverage the associated training data. In this
work, we focus on data- and training-free adapter retreival.

Unsupervised Adapter Routing

To overcome the data and training dependencies of adapter
retrieval methods, recent research has explored unsuper-
vised routing techniques that leverage the inherent prop-
erties of the adapter weights themselves (Ostapenko et al.
2024; Fleshman and Van Durme 2025). Arrow routing is
an efficient method that projects adapter weights into a sin-
gle principal component. The routing decision is then made
based on the similarity of the query embedding to these
one-dimensional projections. While computationally effi-
cient, relying on a single dimension can lead to inaccura-
cies due to the inherent loss of information from higher di-
mensions. Spectral routing (SpectR) addresses this issue by
utilizing the full spectral properties of the adapter weights,
providing a more accurate representation for routing deci-
sions (Fleshman and Van Durme 2025). However, this in-
creased accuracy comes at the cost of higher computational
complexity, as it involves working with the full rank of

the adapters. This extra cost is compounded by the num-
ber of available adapters, making SpectR untenable with
large LoRA libraries. LAG leverages the complementary
strengths of these two methods, yielding efficient perfor-
mance with LoRA libraries too large for SpectR processing.

Problem Setting

The number of pretrained LMs is increasing, and so to are
repositories of specialized LoRA adapters. These are of-
ten fine-tuned for specific tasks or imbued with domain-
specific knowledge. This motivates a need for methods to
select and apply these adapters at inference time. Specifi-
cally, we explore the setting where a large library of knowl-
edge adapters is available, each adapter trained on a specific
body of knowledge. Likewise, we assume a library of task-
adapters, where each adapter is trained for a knowledge-
intensive task. Our core objective is to develop an approach
for selecting and applying the knowledge and task adapters
most relevant to a specific query without access to the corre-
sponding data or additional training for learning to route.

LoRA-Augmented Generation

Our method introduces an efficient framework for leverag-
ing large libraries of existing LoRA adapters during LM
inference, which we term LoRA-Augmented Generation
(LAG). We assume access to two distinct sets of LoRA
adapters trained for different purposes: (1) a task library
T comprising adapters specialized for specific tasks (fact
checking, question answering, etc.), and (2) a knowledge
adapter library X containing LoRAs that encode domain or
document-specific information (e.g., Wikipedia articles).

To perform inference with a base LM augmented by these
adapter libraries, we propose a two-stage routing strategy for
dynamically selecting adapters on a per-token and per-layer
basis. Our approach addresses the challenge of scaling in-
ference to thousands of available adapters while maintaining
computational efficiency and task-specific performance.

Spectral Alignment

First, we perform offline processing of our adapter libraries
following Fleshman and Van Durme (2025)’s spectral align-
ment procedure. For LORA weight matrices A and B with
rank r, we calculate the rank-r singular value decomposi-
tion (SVD) of the matrix product BA:

U,S,V = SVD,(BA), (1)

with U € R™*" and V' € R™*" the left and right singular
vectors and S € R"*" the diagonal matrix of singular values
such that:

USsvt = BA. )

The adapter is stored as new matrices B* and A* where:
B*=US, and 3
A =VT )

Importantly, the SVD is performed once offline and results
in an adapter of equivalent size and function. Ostapenko
et al. (2024) store adapters in their original form but use a*,



the row vector from A* associated with the largest singu-
lar value, as the adapter prototype for their Arrow routing
algorithm. The matrix A* contains the eigenvectors of the
covariance matrix of the LoRA parameters, which represent
orthogonal directions of maximum variation induced by the
adapter in the space of input vectors x € R™ (Ostapenko
et al. 2024; Fleshman and Van Durme 2025). The vector a*
is the direction capturing the most variation and produces the
largest adapter activations of all unit-length input vectors:

a’ = argmax, ||y||,—1/|BAx|[2. (5)

SpectR improves routing accuracy at the cost of additional
computation by using the entire A* matrix for routing de-
cisions (Fleshman and Van Durme 2025). We leverage both
representations in LAG and perform adapter routing in two
stages: Arrow-based retrieval and SpectR reranking.

Arrow Retrieval

Once adapters are aligned, the new representation can be
leveraged to perform routing without additional training or
data access. For a specific LM layer [, there may be asso-
ciated adapters from one or both of the adapter libraries X
and 7. If both libraries apply, routing is performed sepa-
rately for task adapters and knowledge adapters, and the se-
lected adapter from each set is used. SpectR becomes in-
feasible with a large adapter library due to the memory re-
quirements of storing and computing with the full matrices
(Fleshman and Van Durme 2025). We therefore perform an
efficient first pass retrieval to select the k adapters A produc-
ing the largest magnitude product between their associated
arrow vector and the input vector x:

A = topk,|alx|. (6)

The parameter £ can be chosen based on memory or time
budgets, with a lower k being more efficient and a higher k&
reducing the impact of inaccurate arrow rankings.

SpectR Reranking

We use SpectR scores on the subset of retrieved adapters
A, to more accurately compare and select the adapter most
aligned with the input vector x:

A = argmax 4. 4||Ax] 2. @)

The selected adapter (B , fl) is then used with the target layer
weights W) to produce the output representation:

h = Wix + B(Ax), (8)

with the low-rank vector Ax precomputed and reused from
Equation 7. This two-stage process is used to select a single
adapter for each position in the sequence. Figure 2 broadly
compares LAG with the mechanisms of RAG and PRAG.

Experiments

In this section, we experiment in practical scenarios where
a large number of adapters are available for a diverse body
of knowledge and tasks. We compare the theoretical require-
ments for each of the training and data-free approaches and
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Figure 2: RAG and PRAG both identify the document most
similar to the prompt. RAG includes the document in the
prompt, while PRAG loads the corresponding adapter. LAG
uses internal representations of the prompt to select and load
knowledge and task adapters during generation.

confirm that SpectR is computationally infeasible for the
large adapter library in our experiments. We explore our core
setting with zero access to additional data or training, empir-
ically demonstrating the benefits of our approach. We mea-
sure the impact of more aggressive filtering on LAG’s per-
formance, and compare LAG with alternative techniques for
leveraging the data associated with our knowledge library.

Data and Metrics

We leverage the KILT benchmark, a set of knowledge-
intensive language task datasets (Petroni et al. 2021). KILT
contains five tasks: fact checking, entity linking, slot filling,
question answering (QA), and dialog generation (chat); all
of which are grounded in knowledge from a shared collec-
tion of Wikipedia articles (Petroni et al. 2021). No exist-
ing LoRAs correspond to these articles, so we must train
a large adapter library ourselves. We choose a library of
size n = 1000, which is 2 orders of magnitude larger
than previous SpectR experiments, yet still manageable to
train on a single GPU. We filter the Wikipedia pages to the
top 1000 referenced as provenance across the benchmark
tasks. We use this set as our knowledge base and filter the
task-specific datasets to only those examples grounded in
these articles. Two datasets contain too few samples from
the resulting selection and are dropped. Our final evalua-
tion dataset is comprised of fact checking: FEVER (Thorne
et al. 2011); entity linking: AIDA CoNLL-YAGO (Hof-
fart et al. 2011), WNED-WIKI, and WNED-CWEB (Alani,
Guo, and Barbosa 2018); slot filling: Zero Shot RE (Levy
et al. 2017) and T-REx (Elsahar et al. 2018); QA: Natural
Questions (Kwiatkowski et al. 2019) and TriviaQA (Joshi
et al. 2017); and chat: Wizard of Wikipedia (Dinan et al.
2019). KILT prescribes different evaluation metrics depend-



Dataset Task Metric Size
WoW Chat F1 28546

FEV Fact Acc 24886
AY2 Link Acc 9056

WnCW  Link Acc 995
WnWi  Link Acc 237

zsRE Slot Acc 116
T-REx Slot Acc 280

NQ QA EM 3855
TQA QA EM 4583

Table 1: Filtered dataset information organized by task.

ing on the dataset and task being evaluated (Petroni et al.
2021). These include Accuracy for tasks with a discrete out-
put (fact checking, entity linking, and slot filling), Exact
Match for extractive QA, and FI Score for chat. We also
introduce a normalized performance metric to more easily
compare across tasks and to control for the differences in
difficulty between datasets. Let fp(M) represent the score
for the dataset-specific metric of model M evaluated on a
dataset D. We produce a normalized task score St using the
performance of M compared to a strong reference model R
across all datasets in the same task 7:

D] fn(M)
Sr=> =
b T fpR) ®

where || is the number of samples in D or T. St repre-
sents the average percentage of the reference model perfor-
mance on task 7" achieved by the model under evaluation.
‘We refer to our reference model as the Oracle model, which
is the LM augmented with the ground-truth knowledge and
task adapters for each query. For example, when answering
a question about the first U.S. President, the Oracle model
would use the QA and George Washington LoRA adapters.
Table 1 includes a summary of the datasets used with their
associated task, metric, and number of samples.

Model and Adapter Libraries

We use the Llama-3.2-3B-Instruct model as the LM in our
experiments due to its generally good performance and effi-
cient size amenable to running experiments using 1000s of
LoRAs on a single GPU (Grattafiori et al. 2024).
Evaluating LAG requires both task and knowledge LoRA
libraries corresponding to our evaluation data. We therefore
construct libraries with a LoRA adapter for each Wikipedia
article and task. No hyperparameter tuning is performed
since LAG is designed to work with externally sourced
adapters. See Appendix for training and adapter details.

Task Library For each of the original five tasks, we fit a
task-specific adapter using samples with provenance outside
of our selected Wikipedia articles. The training data contains
only the prompt and answer, not the corresponding articles.

Knowledge Library We use synthetic continued pretrain-
ing to fit our knowledge adapters in a task-agnostic man-
ner (Yang et al. 2025). We train one adapter per Wikipedia

Arrow SpectR LAG

Disk  2nhr 4+ nh 2nhr 2nhr
GPU  2khr + nh 2nhr 2khr + nh
FLOPs 2nh 2nhr  2h(n +rk)

Table 2: Overview of approximate FLOPs and best-case
storage requirements in terms of parameters needed on disk
and GPU assuming a library of n rank-r adapters with a hid-
den dimension of i and top-k filtering. LAG inherits the best
between Arrow and SpectR for storage and is on par with
Arrow in terms of computational efficiency.

article. The KILT representation of each article includes a
set of anchor elements corresponding to hyperlinked enti-
ties contained in the text (Petroni et al. 2021). The base LM
is prompted to rewrite each article once per entity, emphasiz-
ing the focused entity in relation to the article contents. The
original article is combined with these synthetically gener-
ated documents to increase the amount of training data used
to fit each LoRA adapter. We train our knowledge adapters
using the pretrained version of the LM to mitigate nega-
tively impacting the existing instruction-tuning (Fleshman
and Van Durme 2024). The pretrained model is only used
during LoRA training, and the adapters are applied to the
instruction-tuned model during evaluation.

Theoretical Efficiency

Before empirically demonstrating the benefits of our ap-
proach, we discuss the expected efficiency gains of LAG in
terms of required disk space, GPU memory, and computa-
tion. We summarize these comparisons in Table 2.

Disk Space Given a linear layer with input and output di-
mension h and a library of n adapters with rank r: Arrow,
SpectR, and LAG all require the storage of 2nhr LoRA
parameters. Each of the n adapters is composed of two
h x r matrices. Arrow routing uses adapters in their orig-
inal form and requires an additional nh parameters to store
the arrow vector from each adapter in the library (Ostapenko
et al. 2024). LAG also uses arrow vectors, but because the
adapters are stored in their aligned representation, the ar-
row vectors are captured by the first row of the A* matrix
from Equation 4, preventing the need for extra storage. Like
LAG, SpectR only requires the aligned adapter library as it
performs routing using the A* matrix instead of using arrow
vectors (Fleshman and Van Durme 2025).

GPU Memory Depending on available memory, all the
parameters can be loaded onto the GPU to eliminate data
transfer. If memory is limited, Arrow and LAG can take
advantage of their ability to filter down to only k¥ << n
adapters per token using arrow vectors and load only the
selected LoRAs into memory. For a token sequence of
length s, the nh arrow parameters are used to choose the
sk adapters for the sequence (Ostapenko et al. 2024). In the
worst case, all n adapters are required in memory if the se-
quence is longer than n/k tokens and positions in the se-
quence share little overlap in the relevant knowledge or tasks
needed. However, Fleshman and Van Durme (2025) demon-



| Instr  Arrow  LAG | Oracle
WoW | 125 179 177 | 181
FEV | 660 892  89.6 | 902

AY2 | 21.0 452 62.4 68.2
WnCw | 15.8 23.1 47.2 67.6
WnWi | 13.5 325 61.2 73.0

zsRE | 24.1 422 44.8 49.1
T-REx | 189 454 46.1 53.6

NQ | 27.0  26.1 30.9 38.8
TQA | 50.8 442 46.5 50.8

Table 3: LAG outperforms other data and training-free ap-
proaches for the majority of the evaluated datasets.

| Chat Fact Link Slot QA | AVG

Instr | 69.3 732 298 394 86.0 | 59.5
Arrow | 992 99.0 62.6 850 78.0 | 84.8
LAG | 982 994 89.2 875 86.0 | 92.1

Table 4: LAG produces an average gain of 7 points in nor-
malized performance over Arrow across all tasks.

strated the intuition that sequences do result in high overlap,
which reduces the number of adapters needed in memory. In
the best case, the same & adapters would be selected for all
tokens, resulting in a GPU storage requirement of nh—+2khr
parameters for both Arrow and LAG'. In the unlikely worst
case, the GPU requirements are the same as the disk space.

Computation We compare the additional floating-point
operations (FLOPs) required, assuming each method se-
lects a single adapter per-token. SpectR requires n matrix-
vector products using the A* matrices of each adapter and
an additional product using the B* matrix from the cho-
sen adapter (Fleshman and Van Durme 2025). This results
in 2nhr + 2hr = 2hr(n + 1) = 2nhr FLOPs. Arrow is the
most efficient method, requiring only 2nh FLOPs to choose
an adapter using the n arrow vector dot products (Ostapenko
et al. 2024). Another 2hr FLOPs are used to multiply by
each of the LoRA matrices of the chosen adapter, incurring a
total of 2nh+2hr+2hr = 2h(n+2r) ~ 2nh FLOPs. LAG
inherits the same 2nh FLOPs from Arrow to choose the top-
k adapters and then requires 2khr more to process those k
LoRAs using SpectR, a total of 2nh + 2khr = 2h(n + rk)
FLOPs. In our experiments, rk << n, yielding computation
requirements for LAG similar to Arrow. Next, we use these
efficiency gains for our experiments in scenarios where the
LoRA library is too large for SpectR.

Data and Training Free

We explore our core objective of leveraging large LoRA
libraries in a scenario where access to the corresponding
adapter data or additional training for learning to route
is unavailable. Following Table 2, SpectR is roughly 8x
more expensive per-token than Arrow and LAG using the

'E.g. 1 million rank-6 adapters with & = 20 and h = 4096
would require 49B extra parameters w/ SpectR versus 4B w/ LAG.
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Figure 3: The average normalized performance of LAG goes
up and plateaus as k increases. LAG is equivalent to Arrow
routing at £ = 1 and would be equivalent to SpectR if k
could be set to the total number of adapters in the library.

rank-8 LoRAs in our library. Indeed, we found SpectR to
be intractable for our evaluation using our library of 1000
adapters, exactly the issue LAG was developed to address.
Therefore, we first compare LAG against Arrow routing
and the instruction-tuned model without any adapters. We
also report the performance of the Oracle model, using the
ground-truth knowledge and task adapters applied to each
sample. The Oracle provides a reference for the model’s
achievable performance. For LAG, we use k£ = 20 for fil-
tering, which reduces the number of adapters considered by
SpectR by 98%. We later explore the impact of k on our
results. We select a single adapter to apply per-token and
per-layer for both Arrow and LAG.

Table 3 displays the result for each dataset using the asso-
ciated KILT metric. The increase in performance when us-
ing the Oracle model provides insight into how much the
knowledge and task adapters improve performance over the
instruct model. The Oracle model performs much better than
the base instruct model across all tasks except for QA, where
the Oracle performs better on NQ but achieves the same
performance on TriviaQA. This could indicate that these
datasets were highly represented in the original LM train-
ing data or that the instruction-tuning is well-suited for QA
in general. LAG consistently outperformed both baselines.
The two exceptions were the chat task, where Arrow and
LAG both do almost as well as the Oracle model, and on
TriviaQA where the Oracle performance suggests the LoORA
adapters provide little value. Table 4 provides the normal-
ized performance per-task. LAG captures 92.1% of the Or-
acle performance on average, scoring 7.3 points higher than
Arrow and improving the instruct model by 32.6 points.

Aggressive Filtering

We filtered the LoRAs using &k = 20 with LAG because us-
ing SpectR on the entire adapter library is intractable. The
value of £ modulates the trade-off between Arrow efficiency
and the superior accuracy of SpectR at a higher computa-
tional cost. With £ = 1, LAG becomes equivalent to Ar-
row routing because the SpectR step is forced to choose the



given adapter. As k increases, there are better chances for
Arrow to include the appropriate adapters for SpectR rerank-
ing. For example, Fleshman and Van Durme (2025) showed
Arrow top-k accuracy increasing by more than 3x when go-
ing from top-1 to top-4 in their experiments. If £ is set to the
total number of LoRAs in the library, then LAG is equivalent
to SpectR, as no Arrow filtering occurs.

Figure 3 shows the average normalized performance of
LAG across tasks as a function of k. The performance rises
steeply and then flattens around k& = 5, suggesting that more
aggressive Arrow filtering improves efficiency with minimal
sacrifice to downstream performance. In practice, the value
of k can be chosen for the given compute budget, or future
research could explore setting k£ dynamically as a form of
test-time scaling (Snell et al. 2025).

Knowledge Access

Finally, we loosen our core objective and explore LAG in the
case where the documents associated with the knowledge li-
brary are available during inference. This scenario allows
for a comparison with alternative methods of incorporating
knowledge into the LM, such as Retrieval-Augmented Gen-
eration (RAG) and Parametric RAG (PRAG) (Lewis et al.
2020; Su et al. 2025). Specifically, we use documents rel-
evant to the query to either augment the prompt (RAG)
or to retrieve the adapter trained on the selected document
(PRAG). In keeping with Su et al. (2025), we use BM25
(Robertson and Zaragoza 2009) for document retrieval in
both cases. We continue to use £k = 20 for LAG to more
easily compare with our previous results.

We include PRAG and RAG as individual baselines us-
ing each approach to augment the instruction-tuned model
with additional knowledge. We then evaluate combinations
using LAG, PRAG, or RAG for knowledge, with LAG se-
lecting the task adapters in all cases. The individual dataset
performances are shown in Table 5. All LAG combinations
perform better than either PRAG or RAG alone, except on
QA where only RAG + LAG outperforms. The best method
for incorporating knowledge varied across tasks, with no sta-
tistically significant winner. Table 6 reports the normalized
task scores where using LAG for both knowledge and tasks
performed best on fact checking and entity linking, while
PRAG-LAG did best on chat, and RAG-LAG on slot fill-
ing and QA. Notably, RAG-LAG achieved a 102.7 normal-
ized score on slot filling, meaning it outperformed the Oracle
model by 2.7%. The samples for slot filling are of the form
‘entity [SEP] relationship’, making BM25 especially effec-
tive since the entity and relationship can both be found in the
document containing the necessary information. This con-
trasts with a task like entity linking, where samples can con-
tain arbitrary content with a single entity marked for identi-
fication. The majority of the content in each sample can be
unrelated to the correct response. LAG’s per-token selection
of adapters provides more flexibility in such cases, and LAG
did achieve a better score on entity linking in our evaluation.

Conclusion

We introduce LoRA-Augmented Generation (LAG), a com-
pletely unsupervised approach for filtering a large LoRA li-

| PRAG RAG | LAG P-LAG R-LAG
WoW | 127 126 | 177 179 178
FEV | 684 786 | 89.6 895 892

AY2 | 246 234 | 624 61.8 572
WnCw | 20.6 169 | 47.2 44.9 329
WnWi 19.4 21.1 | 612 62.4 47.3

zsRE | 293 422 | 448 44.8 47.4
T-REx 25.4 414 | 46.1 46.4 56.4

NQ | 247 326 | 309 30.8 359
TQA | 48.1 48.2 | 46.5 47.0 49.0

Table 5: Using LAG to incorporate task-capabilities outper-
forms PRAG or RAG alone, with variation across datasets.
P-LAG: PRAG + LAG, R-LAG: RAG + LAG.

| Chat Fact Link Slot QA | AVG
PRAG ‘ 702 759 353 50.9 80.5 ‘ 62.6

RAG | 699 872 332 799 899 | 72.0
LAG | 982 994 892 875 86.0 | 92.1
P-LAG | 99.0 993 882 880 864 | 92.2
R-LAG | 98.6 989 80.0 102.7 94.7 | 95.0

Table 6: Normalized performance across tasks. Different
LAG combinations perform better across the tasks. Combin-
ing RAG with LAG results in the best average performance.

brary and applying the most suitable adapters at test time
on a per-token and per-layer basis. LAG addresses scalabil-
ity issues with previous solutions while maintaining superior
downstream task performance over alternative training and
data-free approaches. We evaluated LAG on a set of multi-
ple knowledge-intensive tasks, including fact checking, en-
tity linking, slot filling, question answering, and chat. We
demonstrated LAG’s ability to select from this diverse set of
knowledge and task capabilities and efficiently incorporate
the selected adapters into the LM. LAG significantly out-
performed Arrow routing with access to the same adapter
libraries. We demonstrated that more aggressive arrow filter-
ing can heavily reduce necessary computation with minimal
degradation in task performance. We performed additional
experimentation using the Wikipedia articles corresponding
to our knowledge library. This allowed us to evaluate meth-
ods such as Retrieval-Augmented Generation (RAG) and
Parametric RAG, and to combine these methods with LAG.
Using LAG to incorporate task capabilities significantly out-
performed using RAG or PRAG alone, but there was not a
statistically significant difference between the combined ap-
proaches. The performance varied by task, and we discussed
how different tasks might have characteristics that make
each of the various approaches for incorporating knowledge
with LAG more suitable in certain circumstances.

Overall, LAG successfully unifies the existing approaches
in the area of unsupervised adapter routing, incorporating
the efficiency of Arrow and the discriminative power of
SpectR to provide scalable multi-task performance.
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Adapter Details

We fit LoRA adapters for our knowledge and task libraries
using the peft package (Mangrulkar et al. 2022). We use
common hyperparameter settings, purposely not optimiz-
ing for LAG, which is designed to work with externally
trained adapters. We use a learning rate of 1e~# and LoRA
dropout of 0.05 for both libraries. Following Fleshman and
Van Durme (2025), we use rank-8 LoRAs for our task
adapters, targeting the k_proj, q-_proj, v_proj, and o_proj
attention layers of the instruction-tuned model. We train
for a single epoch with a batch size of 8. We use rank-
6 knowledge adapters targeting the gate_proj, up_proj, and
down_proj layers, following work suggesting that transform-
ers store knowledge in their feed-forward layers (Geva et al.
2021). These are fit using the pretrained version of the model
to mitigate impacting the instruction-following capabilities
(Fleshman and Van Durme 2024). We train these LoRAs for
4 epochs with a batch size of 1. For both sets of adapters,
we use a LoRA « which is twice the rank. All training and
inference was done using a single Nvidia A100 GPU.



